Evidence of convective heat transfer enhancement induced by spinodal decomposition
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Spinodal decomposition can be driven by either diffusion or self-induced convection; the importance of convection relative to diffusion depends on the Péclet number, defined as the ratio between convective and diffusive mass fluxes. Diffusion is the dominating mechanism of phase segregation when the Péclet number is small—i.e., when viscosity and diffusivity are large—or when the domain characteristic size is small. For low-viscosity mixtures, convection is the dominating process and the segregation is very rapid as it takes a few seconds compared to the hours needed in the case of pure diffusion. In such cases, strong convective motion of the phase segregating domains is generated even in small-size systems and is almost independent of the temperature difference as long as it is below the transition value. We study experimentally the enhancement of heat transfer in a 1-mm-thick cell. A water-acetonitrile-toulene mixture is quenched into a two-phase region so as to induce convection-driven spinodal decomposition. The heat transfer rate is measured and compared to that obtained in the absence of convective motion. A substantial reduction in the cooling time obtains in the case of spinodal decomposition. The heat transfer enhancement induced by this self-induced, disordered but effectively convective effect may be exploited in the cooling or heating of small-scale systems whereby forced convection cannot be achieved because of the small sizes involved. A scaling analysis of the data based on the diffuse interface $H$ model for a symmetric mixture near the equilibrium point yields very encouraging agreement and insights.
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I. INTRODUCTION

When an initially homogeneous (single-phase) mixture is cooled across its miscibility curve into the two-phase region, it phase separates either by nucleation or by spinodal decomposition. Nucleation is an activated process with a free energy barrier to overcome, as it occurs when the system is in an initially metastable equilibrium state. Spinodal decomposition, instead, denotes the relaxation to equilibrium of a system that is initially in an unstable equilibrium state, therefore with no energy barrier to overcome. While nucleation is a localized process that proceeds through the formation of nuclei that later grow and coalesce, spinodal decomposition is delocalized, as it occurs simultaneously over the entire domain. In this paper, we focus our attention on the spinodal decomposition of binary liquid mixtures with a convex miscibility curve (see Fig. 1).

The experimental results we present here are important for small-scale heat transfer enhancement applications. We show that vigorous convective motions are induced by spinodal phase separation in millimeter-size domains where forced convection is difficult to achieve.

It is noteworthy that during the review process of the present paper, a number of experimental and numerical works have appeared [1,2], showing a strong interest in spinodal decomposition-induced heat transfer enhancement due to its high potential applicability in miniaturized devices.

Experimentally, it has been shown that the phase segregation process following a temperature quench can be retarded either by quenching the mixture to a temperature $T$ only a few millikelvin below the critical value $T_{\text{cr}}$—namely, to a reduced temperature $\tau=|T-T_{\text{cr}}|/T_{\text{cr}}<10^{-5}$ (see Refs. [3–5])—or by studying polymer blends with viscosity hundreds of times larger than that of water. In these cases, it was observed that, right after the system temperature crosses the miscibility curve, the initially homogeneous mixture starts to separate by diffusion only, leading to the formation of well-defined patches with near-equilibrium concentrations.

For simplicity, here we interpret the results by assuming local equilibrium conditions, but this hypothesis is now under debate [6]. In our case, the temperature itself is poorly defined, since we measure the temperature of a system far from stable equilibrium states (actually, passing through nonequilibrium states). Pragmatically, for the purpose of the present experimental study, we assume that the temperature is operationally defined by the reading of the electrical signal

![FIG. 1. (Color online) Phase diagram of a partially miscible binary mixture with upper critical solution temperature. The experimental points, taken from Ref. [11], are for water-toluene (phase 1, mole fraction $\phi$) and acetonitrile (phase 2, mole fraction $1-\phi$).](image-url)
out of the thermocouples. We are aware of the ongoing debate about the definition of a temperature for states far from stable equilibrium (see, for instance, Ref. [7] and references therein), but we leave such fundamental questions to further detailed studies that are prompted by the present investigation.

The morphology of the mixture during spinodal decomposition depends on the composition of the system: for a critical mixture, the structure is bicontinuous and dendritic-like, while off-critical mixtures are characterized by droplike structures. In the so-called late stage of coarsening, the patches grow by diffusion and coalescence, until they become large enough that buoyancy dominates surface tension effects and the mixture separates by gravity. This occurs when the domains have sizes comparable to the capillary length $L_c = \sqrt{\sigma / g \Delta \rho}$, where $\sigma$ is the surface tension, $\Delta \rho$ the density difference between the two phases at equilibrium, and $g$ the gravitational acceleration. Typically, for the mixtures used in our experiments, the capillary length $L_c$ is of $O(1 \text{ mm})$. This is in fact the case for highly viscous polymer blends, which need a long time to separate. On the other hand, liquid mixtures separate within seconds from quenching and therefore, in this case, diffusion is not the dominating mechanism of phase separation.

The other mechanism of segregation is convection-driven coalescence (see Ref. [8]), which implies that drops move against each other under the influence of nonequilibrium (square-gradient-type) capillary forces which develop at interfaces between domains with different compositions and, depending on their shape, effectively sum up to net forces that propel their bulk motions. This self-induced disordered bulk flow, predicted by the diffuse interface model (the so-called $H$ model), has been observed experimentally [9]. It is much stronger in systems far from equilibrium—i.e., for deep quenching—when the composition of the drops and that of the surrounding phase are not equal to their equilibrium values [10]. Experimental evidence of the critical role of convection in phase segregation of deeply quenched liquid mixtures is reported in Ref. [11]. According to the scaling analysis in Ref. [8] the nonequilibrium body forces per unit volume scale as $F_\phi \sim 12 \rho RT_c \tau / L M_w$, confirming the strong dependence on the quench depth; here $\rho$ is the density, $R$ the gas constant, $T_c$ the mixture critical temperature, $\tau = (T_c - T)/T_c$ the quench depth, $L$ the typical domain size, and $M_w$ the mixture mean molecular mass.

The importance of convection relative to diffusion may be characterized by the mass Péclet number defined as the ratio between the convective and diffusive mass fluxes, $Pe = VL/D$, which scales [8] as $Pe \sim 24 \rho RT_c \ell^2 \tau / \mu D M_w$, where $V$ is a characteristic velocity of the bulk motions of the domains, $D$ the molecular diffusivity, $\ell$ the typical interface thickness, and $\mu$ the fluid mixture viscosity: As the temperature changes during the quenching, also $\tau$ and $Pe$ change during the process and therefore fluid domains, which initially move slowly, quickly accelerate during the process. According to Ref. [8] the characteristic velocity scales as $V \sim 24 \rho RT_c \ell^2 \tau / \mu D M_w L$.

At the end of the separation process, the interface between domains approaches equilibrium and the Péclet number may be linked to the equilibrium surface tension $\sigma$ by the relation [8]

$$Pe \approx \frac{4\sigma \ell \tau}{\mu D} = \frac{2 M_w \sigma^2}{3 \mu D p R T_c \tau}. \quad (1)$$

Therefore, in our experiments we compare different conditions based on the value of $Pe$ computed at the end of the fast convective separating process.

Since it is known that convection is much more efficient in transporting scalar quantities, such as specific energy, in this paper we investigate the effect of spinodal-induced convective motions on the effective heat conductivity of the mixture. The aim of this paper is to provide experimental evidence that phase-change induced convection contributes to improve the heat transfer and that this is a consequence of the random mixing originating from the nonequilibrium capillary forces that result from nonlocal minimization of the free energy. We show that the heat and mass transfer problems are coupled and that by manipulating the mass transfer (i.e., the phase transition dynamics), we can control to some extent the heat transfer efficiency. Since the length scale characterizing spinodal decomposition is of the order of a few tenths of a micron, this method can be applied to small-scale devices and can be a very useful tool in the current rush towards miniaturization, since it may represent a heat transfer enhancement method applicable to cooling and heating in small-scale devices.

In Sec. II we describe the experimental setup and the procedure used for the investigation; in Sec. III, we analyze and discuss the experimental results. Conclusions are drawn in Sec. IV.

II. EXPERIMENTAL SETUP

An experimental setup was designed and built to visualize the phase separation process in the size range of 10 $\mu$m to 12 mm; a complete and detailed description of the setup can be found in Ref. [8]. It consists of a temperature-regulated quartz cell of 1 mm thickness and 8 mm $\times$ 45 mm sides. The quartz cell is flush-mounted on the top wall of a 6-mm-deep water channel that provides temperature control. A set of valves switches the water feed between a warm and a cold thermostat, thereby providing the quenching of the sample in the quartz cell. The recording is made by a high-speed, high-resolution, 8-bit digital camera equipped with a macro lens. The camera resolution is 1024 $\times$ 1024 pixels and the frame rate is set either to 75 fps or 125 fps. The smallest field of view is 1.6 $\times$ 1.6 mm$^2$ with an optical resolution of 5 $\mu$m. The sample is back-lighted, using red light to enhance the contrast between the phases. The camera is set to an exposure time of 10 $\mu$s and is limited to a focal depth of 5 $\mu$m.

The temperature of the liquid mixture inside the cell is measured in the pragmatic sense specified in the Introduction by two 0.5-mm $K$-type thermocouples, with response time of 0.05 s. One thermocouple is placed in contact with the bottom of the cell (see Fig. 2), far away from the cooling stream; the other thermocouple is located in the bulk of the cell, 0.5 mm higher than the first one. Two $K$-type stainless-steel-sheeted 1.5-mm-o.d. thermocouples are placed in the cooling channel to monitor the temperature of the cooling
water. All thermocouple acquisitions and the digital camera are triggered with the switching of the water feeding valves that starts the quenching. Measurements are gathered on a PC. An infrared camera was used to check if the temperature was uniform over the cell during the cooling-down transient. The results, not presented here, show a maximum temperature difference below 0.1 °C. This inhomogeneity is very small and difficult to reduce further.

The sample is a mixture composed of water, acetonitrile, and toluene with critical temperature at \( T_c = 35 \) °C. Thermodynamic properties are determined using the data given in Ref. [11]. The composition of the mixture used is 64% water, 35% acetonitrile, and 1% toluene; this mixture undergoes phase transition at 35 °C. Properties are reported in Table I. Acetonitrile and toluene are HPLC grade, while water is double-distilled. Crystal violet is added to the solution (50 ppm in weight) to facilitate the visualization since it dissolves preferentially in the organic-rich phase. When dissolved in such small amount as 50 ppm, crystal violet does not alter the phase diagram. Furthermore, it is a cationic emulsifier compound, which makes it ideal to study coalescence during the phase separation of liquid mixtures. For more details on the effects of surfactants on phase separation, see Ref. [11]. Being a critical mixture, a bicontinuous structure is expected during phase separation, as already reported in several publications. To change the Pe number, we change the fluid viscosity; the effect of viscosity on phase separation is reported in Ref. [8]. In order to modify the viscosity we add carboximetic cellulose (CMC, CARBOFIX 5A type) to the solution. CMC is a water-soluble polymer, but it is completely insoluble in the organic phase; we tested that CMC does not act as a modifier (at least up to 10% in weight) and, hence, it does not alter the coexistence curve; moreover, up to concentrations of 10%, water-CMC solutions show a Newtonian behavior. In all the experiments, we start with the mixture in its phase-separated state at a constant temperature of 20 °C. The mixture is first heated to 38 °C, then mixed thoroughly, and, eventually, quenched back below its critical point. Mixing the solution before quenching is extremely important as we want to study the behavior of an initially homogeneous mixture. As shown in Ref. [9], when the separated phases are heated at 38 °C, but not mixed, after 2 h, the mixture is still mostly demixed, except for a very thin, few-millimeters-thick, layer where a sharp concentration gradient is present.

Quenching is obtained by switching the valves so that cold water enters the channel that cools the top surface of the quartz cell. The bottom surface is in contact with air at room temperature and on the time scale of the phenomenon can be assumed adiabatic. Note that in our setup the cooling starts at the top of the cell while the bottom is at a higher temperature, so one may wonder whether a thermal instability occurs and if thermal natural convection appears. The onset of such instability occurs at a critical Rayleigh number Ra ~ 1700 while in our case Ra is of \( O(10) \), far below the critical value.

### III. RESULTS

First we analyze in detail a typical experiment and then we present some macroscopic results on cooling time during the linear isotropic domain growth stage. In Fig. 3, we plot the reading out of the thermocouples as a function of time at two locations inside a cell filled with pure water. As shown in Fig. 2, one thermocouple is placed at the bottom of the cell wall and the other at a position

**TABLE I. Properties of the critical mixture at equilibrium at 15 °C; from Ref. [11].**

<table>
<thead>
<tr>
<th>Property</th>
<th>Value (unit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta \rho )</td>
<td>10 (kg/m(^3))</td>
</tr>
<tr>
<td>( \mu )</td>
<td>( 10^{-3} ) (Pa s)</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>( 10^{-2} ) (N/m)</td>
</tr>
<tr>
<td>( D )</td>
<td>( 10^{-9} ) (m(^2)/s)</td>
</tr>
</tbody>
</table>
temperature evolution in the bulk of the cell assuming the averaged properties. At \( t = 0 \), the cooling process starts; the temperature is above the critical value and separation has not started yet. The thermocouple in the bulk of the cell records a lower temperature than that placed 0.5 mm below, in contact with the adiabatic wall (Fig. 2). In this period, the heat transfer is conduction dominated. Figure 4 shows also the comparison between the cooling rate at the two thermocouple locations. During the second period (from \( t = 1.2 \) s to \( t = 6.4 \) s), mass transfer is driven by convection, as previously noted in Ref. [8]: domains grow and move isotropically throughout the cell. These self-induced disordered bulk motions are at the origin of the heat transfer enhancement, and the cooling time is substantially reduced compared to the case of pure conduction—dashed curve; the temperature difference between the two thermocouples decreases (see Fig. 4), indicating a mixing process due to fluid domains moving around in all directions and, hence, also in the vertical one. During their motion, domains grow and become heavier, so gravity effects start playing a role: the heavier phase sinks while the lighter floats. The motion is not isotropic anymore, but there is a net vertical movement that has the effect to make the temperature field uniform. During this stage, there is no difference between the temperatures recorded by the two thermocouples, indicating a convective dominated process. The cooling rate at the lower thermocouple is larger than the one at the center, and also in this case comparison with the pure conduction problem indicates that the process is much faster. The comparison between the theoretical curve and the experimental ones clearly demonstrates the enhancement of the heat transfer as a consequence of the motions induced by spinodal phase transition. At about 20 s after the beginning of the quenching, the temperature is uniform within the cell and its value is different from the final one by only fractions of a degree; in the case of pure conduction it would take much longer to cool down completely: after 20 s the cooling by conduction is far from being completed. Since spinodal decomposition occurs simultaneously over the entire domain (being a delocalized process), the mixing is very efficient and that explains why the cooling time is drastically reduced compared to pure diffusion.

From a qualitative point of view, all the experiments we carried out show a similar behavior and there are four different stages, Fig. 5: (i) initial conduction, necessary to drive the system at the transition temperature; (ii) isotropic convection, during which the domains move randomly and isotropically through the cell; (iii) gravity-dominated convection during which the domains move preferentially under the influence of gravity; (iv) conduction when the mixture is fully separated.

During the phase separation process, the fluid domains enlarge and, hence, the characteristic length increases. In Fig. 6, we show the evolution of the characteristic length during the isotropic convective stage for three different experiments.

The length scale reported here is computed as the first moment of the structure factor; the structure factor is defined in Ref. [12] and it accounts for the size distribution of the domains over the observation area. An example of the structure factors computed at different instants is shown in Fig. 7; when properly scaled, the structure factors do collapse on a
common master curve (see Ref. [8]). During the isotropic convective stage, the typical size increases linearly with time as ascribed by a convection-dominated phase separation mechanism; it is also worth noting that the characteristic length scale is larger than the crossover length computed following Refs. [13,14]—i.e., $L_c=10 \mu m$. The typical velocity, estimated by visual inspection of the high-speed recorded movies, is of the order of 1 mm/s, much smaller than the predicted values in Ref. [13], but in agreement with other experimental observations (see Ref. [15]). During the third stage (gravity-dominated convection), we could not find a procedure to mathematically estimate the length scale. Referring to the experiments reported in Fig. 4, from a visual inspection we could see a dimension of about 100 $\mu m$ at the beginning ($T=25^\circ C$), a dimension of about 400–500 $\mu m$ in the middle ($T=23^\circ C$), and a dimension of 800–1000 $\mu m$ at the end ($T=21^\circ C$). The corresponding velocities, again estimated by visual inspection, are, respectively, 1 mm/s, 5 mm/s, and 0.1 mm/s. At the end of the third stage, convection is not important anymore; the fluid domains slow down and diffusion takes over becoming the dominant mechanism.

So far, we have qualitatively analyzed the cooling process during spinodal decomposition. We try here a more quantitative analysis of the so-called linear isotropic stage. In Ref. [8], a number of relations have been derived that are valid during this stage and we want to make use of them to link in a quantitative way the mass transfer process to the heat transfer.

To evaluate the effect of spinodal-induced convective heat transfer, we compare the time needed for the system to lower its temperature in the case of pure conduction with the time needed if convection is present as well. During the linear isotropic growth stage, the system temperature drop is of $\Delta T_{lin}$ (see Fig. 4). During this stage, the mass transfer is convection dominated and we call the time interval $\Delta t_{comp}$. Then, we compute the time interval $\Delta t_{cond}$ needed for the system to undergo the same quenching $\Delta T_{lin}$ when mass diffusion is the only mechanism.

For each experiment, we compute the typical domain size evolution by means of the structure factor; when the evolution of the typical domain size is known, we look for the linear part (see Fig. 6). The temperatures at the beginning ($T_{lin}^{f}$) and at the end ($T_{lin}^{i}$) of the linear isotropic growth period are known (and $\Delta T_{lin} = T_{lin}^{f} - T_{lin}^{i}$ can be computed) as well as the duration of this stage, formally defined as $\Delta t = t(T_{lin}^{f}) - t(T_{lin}^{i})$.

We run then a pure conduction simulation with the initial temperature set at $T_{lin}^{f}$ and boundary conditions identical to the experimental. The computation is run up to the instant when the temperature equals $T_{lin}^{f}$, so as to compute the time interval $\Delta t_{cond}$.

Figures 8 and 9 represent two completely independent data sets: the data set in Fig. 8 is obtained by keeping the same mixture properties and changing the quenching depth $\tau$. For further analysis, we find it convenient to define a partial quenching depth $\tau_{lin}$ as

![FIG. 6.](Image)

Evolution of the domain size corresponding to three different experimental situations. A: $\tau=0.067$. B: $\tau=0.045$. C: $\tau=0.017$. $t^*$ indicates the initial instant of the convection-dominated stage. Experiment B is relative to Fig. 4.

![FIG. 7.](Image)

Structure factor computed at different instants within the linear isotropic convection-dominated stage. These structure factors are relative to the experiment shown in Fig. 4; $k$ indicates the wavelength associated with the domain size by the relation $k = 2\pi/R$.

![FIG. 5.](Image)

Typical morphology during each stage. The first three frames are taken in a horizontal plane; the fourth one is taken in a vertical plane to show segregation due to gravity.
These data for the ratio $\frac{\Delta t_{\text{cond}}}{\Delta t_{\text{conv}}}$ are fitted by the power law

$$\frac{\Delta t_{\text{cond}}}{\Delta t_{\text{conv}}} \sim \tau_{\text{lin}}^{-0.47}. \tag{3}$$

The second data set is plotted in Fig. 9 where the enhancement factor $\frac{\Delta t_{\text{cond}}}{\Delta t_{\text{conv}}}$ is shown to be a decreasing function of viscosity (fluid viscosity $\mu$ is changed by the addition of CMC, a water-soluble polymer that does not alter the mixture properties except for the value of viscosity). These data are fitted by the power law

$$\frac{\Delta t_{\text{cond}}}{\Delta t_{\text{conv}}} \sim \mu^{-0.25}. \tag{4}$$

Expectedly, as viscosity increases and hence the mass transfer is slowed down the domain mobility decreases and the convective motions weaken, leading to a less vigorous heat transfer: the mass process is still convection driven, but it is less vigorous.

A joint curve fitting of the data sets in Figs. 8 and 9 yields

$$\frac{\Delta t_{\text{cond}}}{\Delta t_{\text{conv}}} \sim 9.9 \tau_{\text{lin}}^{0.44} \mu^{-0.23}, \tag{5}$$

note that the exponents in Eq. (5) are very close to the ones found in the independent fittings in Eqs. (3) and (4).

Since the thermal and mass diffusivities may be assumed to be constant in our experiments, a linear relation between $\text{Pe}_T$ and $\text{Pe}$ is expected:

$$\frac{\text{Pe}_T}{\text{Pe}} = \frac{V L D}{\alpha V L} = \frac{D}{\alpha} = \text{Le}, \tag{6}$$

where we assume the same characteristic velocity $V$ and the same typical length $L$ for both Péclet numbers, because the thermal convection is a direct consequence of the mass convection, and we recall that the ratio of mass and thermal diffusivity is the Lewis number ($\text{Le}$), which for a 65%-water–35%-acetonitrile mixture is of order 0.1. Combining Eq. (6) with Eq. (B9) of Ref. [8], derived from the diffuse-interface $H$ model for a symmetric mixture near the critical point, we obtain the following scaling relations for the thermal Péclet number:

$$\text{Pe}_T \approx \frac{12 \rho RT_c \tau_{\text{lin}}^2 a^2}{\mu \alpha M_w} \approx \frac{2 M_w \sigma^2}{3 \mu \alpha \rho RT_c \tau_{\text{lin}}} \approx \frac{288 \rho RT_c D^2 \tau_{\text{lin}}^2}{\mu \alpha M_w (dL/dt)^2}, \tag{7}$$

where $a$ is the typical length of spatial inhomogeneities that appear in the square-gradient term of the generalized Cahn-Hillard free energy,

$$\bar{g} = g_0 + \frac{1}{2} RTa^2 (\nabla \phi)^2, \tag{8}$$

with $g_0$ the free energy of the uniform (binary) mixture at equilibrium and $\phi$ the mole fraction of one of the (two) components. We denote by $dL/dt$ the growth rate of the domain size during the isotropic convective stage of the separation process, before the onset of the buoyancy effects. Re-
Table II. Summary of the experimental results. Sequence G–N is a repetition of the same experimental conditions as for sequence A–F. Sequence S–V is a repetition of sequence O–R.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$\mu$ (mPa s)</th>
<th>$\tau_{lin}$, Eq. (2)</th>
<th>$\Delta t_{cond} / \Delta t_{cond}$</th>
<th>$dL / dt$, Eq. (12)</th>
<th>$\tilde{R}$, Ref. [8]</th>
<th>$\sigma$, Eq. (11)</th>
<th>$a \times 10^{-8}$, Eq. (10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.0065</td>
<td>1.0</td>
<td>0.0016</td>
<td>1.96</td>
<td>0.07</td>
<td>0.06</td>
<td>2.2</td>
</tr>
<tr>
<td>B</td>
<td>0.0097</td>
<td>1.0</td>
<td>0.0032</td>
<td>2.63</td>
<td>0.47</td>
<td>0.45</td>
<td>3.96</td>
</tr>
<tr>
<td>C</td>
<td>0.0325</td>
<td>1.0</td>
<td>0.0105</td>
<td>3.34</td>
<td>11.22</td>
<td>12.17</td>
<td>10.1</td>
</tr>
<tr>
<td>D</td>
<td>0.0487</td>
<td>1.0</td>
<td>0.0143</td>
<td>6.67</td>
<td>26.14</td>
<td>27.35</td>
<td>13.0</td>
</tr>
<tr>
<td>E</td>
<td>0.0811</td>
<td>1.0</td>
<td>0.0203</td>
<td>9.09</td>
<td>66.90</td>
<td>64.90</td>
<td>17.1</td>
</tr>
<tr>
<td>F</td>
<td>0.0974</td>
<td>1.0</td>
<td>0.0263</td>
<td>11.10</td>
<td>135.20</td>
<td>116.7</td>
<td>21.1</td>
</tr>
<tr>
<td>G</td>
<td>0.0065</td>
<td>1.0</td>
<td>0.0015</td>
<td>2.00</td>
<td>0.067</td>
<td>0.06</td>
<td>2.27</td>
</tr>
<tr>
<td>H</td>
<td>0.0097</td>
<td>1.0</td>
<td>0.0033</td>
<td>2.38</td>
<td>0.414</td>
<td>0.39</td>
<td>3.96</td>
</tr>
<tr>
<td>I</td>
<td>0.0325</td>
<td>1.0</td>
<td>0.0110</td>
<td>3.22</td>
<td>10.03</td>
<td>10.52</td>
<td>10.1</td>
</tr>
<tr>
<td>L</td>
<td>0.0487</td>
<td>1.0</td>
<td>0.0148</td>
<td>5.26</td>
<td>29.98</td>
<td>26.63</td>
<td>13.0</td>
</tr>
<tr>
<td>M</td>
<td>0.0811</td>
<td>1.0</td>
<td>0.0217</td>
<td>10.00</td>
<td>67.27</td>
<td>71.08</td>
<td>17.1</td>
</tr>
<tr>
<td>N</td>
<td>0.0974</td>
<td>1.0</td>
<td>0.0259</td>
<td>11.62</td>
<td>118.74</td>
<td>118.2</td>
<td>21.1</td>
</tr>
<tr>
<td>O</td>
<td>0.0325</td>
<td>1.0</td>
<td>0.0105</td>
<td>6.28</td>
<td>7.80</td>
<td>7.18</td>
<td>10.1</td>
</tr>
<tr>
<td>P</td>
<td>0.0325</td>
<td>2.0</td>
<td>0.0108</td>
<td>3.20</td>
<td>8.30</td>
<td>8.18</td>
<td>11.9</td>
</tr>
<tr>
<td>Q</td>
<td>0.0325</td>
<td>12.3</td>
<td>0.0123</td>
<td>2.94</td>
<td>10.33</td>
<td>11.7</td>
<td>18.5</td>
</tr>
<tr>
<td>R</td>
<td>0.0325</td>
<td>20.8</td>
<td>0.0159</td>
<td>2.22</td>
<td>11.22</td>
<td>9.8</td>
<td>21.0</td>
</tr>
<tr>
<td>S</td>
<td>0.0325</td>
<td>1.0</td>
<td>0.0110</td>
<td>5.26</td>
<td>7.98</td>
<td>7.85</td>
<td>10.3</td>
</tr>
<tr>
<td>T</td>
<td>0.0325</td>
<td>2.0</td>
<td>0.0130</td>
<td>3.44</td>
<td>7.47</td>
<td>8.18</td>
<td>12.4</td>
</tr>
<tr>
<td>U</td>
<td>0.0325</td>
<td>12.3</td>
<td>0.0145</td>
<td>2.90</td>
<td>11.71</td>
<td>10.94</td>
<td>19.7</td>
</tr>
<tr>
<td>V</td>
<td>0.0325</td>
<td>20.8</td>
<td>0.0165</td>
<td>2.08</td>
<td>11.54</td>
<td>10.6</td>
<td>22.1</td>
</tr>
</tbody>
</table>

Equation (7) is valid only during the linear isotropic growth period.

Furthermore, the ratio $\Delta t_{cond} / \Delta t_{cond}$ can be interpreted as the thermal Péclet number $Pe_T$ characterizing the thermal problem and it can be seen as the ratio between the thermal diffusion characteristic time and the convection characteristic time—i.e., $Pe_T = VL^2 / \alpha L$, where $\Delta t_{cond} \sim L^2 / \alpha$ (a being the thermal diffusivity) and $\Delta t_{cond} \sim L/V$. Interpreting the ratio $\Delta t_{cond} / \Delta t_{cond}$ as the thermal $Pe_T$, the result in Eq. (5) yields the estimate

$$Pe_T \sim 9.9 \frac{\tau_{lin}^{0.44}}{\mu^{0.23}}.$$  \hspace{1cm} (9)

Equation (9) and the corresponding experimental data are reported in Fig. 10.

We now combine this empirical result with the scaling reported in Eq. (7) valid within the diffuse interface $H$ model for a symmetrical mixture near the critical point and obtain the following order-of-magnitude estimates:

$$a = \left( \frac{Pe_T \mu a M_W}{12 \rho RT_{cr} \tau_{lin}^2} \right)^{1/2} \sim 8.6 \times 10^{-9} \tau_{lin}^{-0.78} \mu^{0.385},$$ \hspace{1cm} (10)

$$\sigma = \left( \frac{Pe_T^2 \mu a \rho RT_{cr} \tau_{lin}}{2 M_W} \right)^{1/2} \sim 4.12 \tau_{lin}^{0.72} \mu^{0.385};$$ \hspace{1cm} (11)
that at the critical point, the interface width is very large. Analysis

Table II is in m, \( a \)

with an order of magnitude estimate for the growth rate of a

sis, of

10\(^{-2}\) N/m, which is a reasonable value for liquid-liquid mix-

ing. For a given composition, the cooling rate can be

Curve can be calibrated according to the operating tempera-

ature. For a given composition, the cooling rate can be

the experimental uncertainties: the largest dis-

crepancies between the estimated domain growth rates and the measured ones, we find

the results of our scaling analysis very encouraging. In par-

icular, the analysis seems to confirm indirectly the assumed

relation (6) between Pe\(_T\) and Pe, which is based on the as-

sumption of the same characteristic scales \( L \) and \( V \) for both

the mass and the heat transfer mechanisms, at least during

the constant-growth-rate stage.

IV. CONCLUSIONS

We present experimental data on spinodal decomposition with particular emphasis on the coupling between the heat and the mass transfer processes. We show that the convective motion generated by nonequilibrium capillary forces during spinodal decomposition results in a heat transfer enhance-

ment. The coupling is clearly demonstrated by the observed

relation between Pe\(_T\) and Pe. Our scaling analysis gives some

indications that the Pe\(_T\) scales as \( \mu^{0.23} \), but more de-

tailed theoretical analysis is needed in order to understand

the scaling of the Péclet numbers.

A reason why spinodal decomposition is so efficient in

mixing (momentum, species, and internal energy) is related to

the fact it occurs simultaneously over the entire region, as

opposed to nucleation, which appears only at few spots. Dif-

ferently from other phase-change processes, the mixture can

be properly targeted for a specific application in order to

achieve the desired effect. By changing the amount of tolu-

e, which acts as a modifier, the coexistence curve can be

shifted up or down and the influence of the different stages

can be changed; furthermore, the position of the coexistence

curve can be calibrated according to the operating tempera-

tures. For a given composition, the cooling rate can be

slowed down by adding a viscosifier (such as CMC) that

decreases the Pe number and, hence, the thermal Pe\(_T\). It is

worth noting that the proposed system is particularly suitable

in small-scale devices, where vigorous convective cooling

can be a difficult task to achieve. So this preliminary study

can prompt further analysis aiming at investigating spinodal

phase transition to enhance heat transfer, as already at-

tempted by some authors recently \(^2,15\) during the review of

the present work.

The scheme reported here—cooling of a closed cell—may

not be the most useful from the application viewpoint. In-

deed, this paper is just a first step aimed at proving the prin-

ciple that we may achieve important heat transfer enhance-

ment and control capability in small-size devices by

exploiting the disordered convection generated by the

square-gradient capillary forces that characterize spinodal

decomposition. Encouraged by the evidence reported in the

present study, we have designed and manufactured a com-

 pact heat exchanger (shell and tube type) based on the

mechanism just discussed. Experimental results will be re-

ported elsewhere.